PlaneNet: Piece-wise Planar Reconstruction from a Single RGB Image
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Figure 1: This paper proposes a deep neural architecture for piece-wise planar depthmap reconstruction from a single RGB image. From
left to right, an input image, a piece-wise planar segmentation, a reconstructed depthmap, and a texture-mapped 3D model.

Abstract

This paper proposes a deep neural network (DNN) for
piece-wise planar depthmap reconstruction from a sin-
gle RGB image. While DNNs have brought remarkable
progress to single-image depth prediction, piece-wise pla-
nar depthmap reconstruction requires a structured geome-
try representation, and has been a difficult task to master
even for DNNs. The proposed end-to-end DNN learns to
directly infer a set of plane parameters and correspond-
ing plane segmentation masks from a single RGB image.
We have generated more than 50,000 piece-wise planar
depthmaps for training and testing from ScanNet, a large-
scale RGBD video database. Our qualitative and quanti-
tative evaluations demonstrate that the proposed approach
outperforms baseline methods in terms of both plane seg-
mentation and depth estimation accuracy. To the best of our
knowledge, this paper presents the first end-to-end neural
architecture for piece-wise planar reconstruction from a sin-
gle RGB image. Code and data are available at https :
//github.com/art-programmer/PlaneNet.

1. Introduction

Human vision has a remarkable perceptual capability in
understanding high-level scene structures. Observing a typi-
cal indoor scene (e.g., Fig. 1), we can instantly parse a room
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into a few number of dominant planes (e.g., a floor, walls,
and a ceiling), perceive major surfaces for a furniture, or
recognize a horizontal surface at the table-top. Piece-wise
planar geometry understanding would be a key for many
applications in emerging domains such as robotics or aug-
mented reality (AR). For instance, a robot needs to identify
the extent of a floor to plan a movement, or a table-top
segmentation to place objects. In AR applications, planar
surface detection is becoming a fundamental building block
for placing virtual objects on a desk [17], replacing floor tex-
tures, or hanging artworks on walls for interior remodeling.
A fundamental problem in Computer Vision is to develop
a computational algorithm that masters similar perceptual
capability to enable such applications.

With the surge of deep neural networks, single image
depthmap inference [8, 7, 20, 35, 36] and room layout esti-
mation [21] have been active areas of research. However, to
our surprise, little attention has been given to the study of
piece-wise planar depthmap reconstruction, mimicking this
remarkable human perception in a general form. The main
challenge is that the piece-wise planar depthmap requires
structured geometry representation (i.e., a set of plane pa-
rameters and their segmentation masks). In particular, we
do not know the number of planes to be inferred, and the
order of planes to be regressed in the output feature vector,
making the task challenging even for deep neural networks.

This paper proposes a novel deep neural architecture
“PlaneNet” that learns to directly produce a set of plane
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parameters and probabilistic plane segmentation masks from
a single RGB image. Following a recent work on point-set
generation [9], we define a loss function that is agnostic to
the order of planes. We further control the number of planes
by allowing probabilistic plane segmentation masks to be all
0 [33]. The network also predicts a depthmap at non-planar
surfaces, whose loss is defined through the probabilistic seg-
mentation masks to allow back-propagation. We have gen-
erated more than 50,000 piece-wise planar depthmaps from
ScanNet [6] as ground-truth by fitting planes to 3D points
and projecting them to images. Qualitative and quantitative
evaluations show that our algorithm produces significantly
better plane segmentation results than the current state-of-
the-art. Furthermore, our depth prediction accuracy is on-par
or even superior to the existing single image depth inference
techniques that are specifically trained for this task.

2. Related work

Multi-view piece-wise planar reconstruction. Piece-wise
planar depthmap reconstruction was once an active research
topic in multi-view 3D reconstruction [12, 31, 13, 40]. The
task is to infer a set of plane parameters and assign a plane-
ID to each pixel. Most existing methods first reconstruct
precise 3D points, perform plane-fitting to generate plane
hypotheses, then solve a global inference problem to recon-
struct a piece-wise planar depthmap. Our approach learns
to directly infer plane parameters and plane segmentations
from a single RGB image.

Learning based depth reconstruction. Saxena et al. [28]
pioneered a learning based approach for depthmap infer-
ence from a single image. With the surge of deep neural
networks, numerous CNN based approaches have been pro-
posed [8, 23, 27]. However, most techniques simply produce
an array of depth values (i.e., depthmap) without plane detec-
tion or segmentation. More recently, Wang et al. [35] enforce
planarity in depth (and surface normal) predictions by in-
ferring pixels on planar surfaces. This is the closest work
to ours. However, they only produce a binary segmentation
mask (i.e., if a pixel is on a planar surface or not) without
plane parameters or instance-level plane segmentation.

Layout estimation. Room layout estimation also aims at
predicting dominant planes in a scene (e.g., walls, floor, and
ceiling). Most traditional approaches [16, 22, 14,29, 10, 34]
rely on image processing heuristics to estimate vanishing
points of a scene, and aggregate low-level features by a
global optimization procedure. Besides low-level features,
high-level information has been utilized, such as human
poses [4, 10] or semantics [4, 2]. Attempts have been made
to go beyond room structure, and predict object geome-
try [14, 34, 2, 42]. However, the reliance on hand-crafted
features makes those methods less robust, and the Manhattan
World assumption limits their operating ranges. Recently,

Lee et al. [21] proposed an end-to-end deep neural network,
RoomNet, which simultaneously classifies a room layout
type and predicts corner locations. However, their frame-
work is not applicable to general piece-wise planar scenes.

Line analysis. Single image 3D reconstruction of line draw-
ings date back to the 60s. The earliest attempt is probably
the Robert’s system [26], which inspired many follow-up
works [32, 37]. In real images, extraction of line drawings is
challenging. Statistical analysis of line directions, junctions,
or image segments have been used to enable 3D reconstruc-
tion for architectural scenes [25] or indoor panoramas [38].
Attributed grammar was used to parse an image into a hier-
archical graph for 3D reconstruction [24]. However, these
approaches require hand-crafted features, grammar specifica-
tion, or algorithmic rules. Our approach is purely data-driven
harnessing the power of deep neural networks.

3. PlaneNet

We build our network upon Dilated Residual Networks
(DRNs) [39, 5] (See Fig. 2), which is a flexible framework
for both global tasks (e.g., image classification) and pixel-
wise prediction tasks (e.g., semantic segmentation). Given
the high-resolution final feature maps from DRN, we com-
pose three output branches for the three prediction tasks.

Plane parameters: For each scene, we predict a fixed num-
ber (K) of planar surfaces S = fS;; Sk g. Each surface
Sj is specified by the three plane parameters P; (i.e., encod-
ing a normal and an offset). We use D;j to denote a depth
image, which can be inferred from the parameters P;

Non-planar depthmap: We model non-planar structures
and infer its geometry as a standard depthmap. With abuse
of notation, we treat it as the (K+ /)" surface and denote the
depthmap as Dk +1. This does not explain planar surfaces.

Segmentation masks: The last output is the probabilistic
segmentation masks for the K planes (M1; M) and the
non-planar depthmap (M +1).

To summarize, the network predicts 1) plane parameters
(Pq; i Pk), 2) a non-planar depthmap (Dk+1), and 3)
probabilistic segmentation masks (My; iMka+1). We
now explain more details and the loss function for each task.

3.1. Plane parameter branch

The plane parameter branch starts with a global average-
pooling to reduce the feature map size to 1x1 [39], followed
by a fully connected layer to produce K 3 plane parameters.
We do not know the number of planes as well as their order
in this prediction task. By following prior works [9, 33], we
predict a constant number (K) of planes, then allow some

*The depth value calculation requires camera intrinsic parameters, which
can be estimated via vanishing point analysis, for example. In our experi-
ments, intrinsics are given for each image through the database information.






